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Cloud Native (CNCF)

/kloud nadiv/ :

Cloud native technologies empower organizations to build and run
scalable applications in modern, dynamic environments such as public,
private, and hybrid clouds. Containers, service meshes, microservices,

immutable infrastructure, and declarative APls exemplify this
approach.’
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Red Hat OpenShift Service Mesh is now the | Q
available: What you should know
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As Kubernetes and Linux-based infrastructure take hold in digitally transforming Red Hat Quay Registry (5)

Today, Red Hat OpenShift Service Mesh is now available.

organizations, modern applications frequently run in a microservices architecture and
Security (23)

Serverless (5)

therefore can have complex route requests from one service to another. With Red Hat
OpenShift Service Mesh, we've gone beyond routing the requests between services and
included tracing and visualization components that make deploying a service mesh more Technologies (275)
robust. The service mesh layer helps us simplify the connection, observability and ongoing NET (18)
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Sidecar Pattern

e A utility container in the same pod
to enhance the main container’s POD
functionality

e Share the same network and
lifecycle

e Istio uses an Istio Proxy (L7 Proxy)
sidecar to proxy all network traffic
between apps

e: http://blog.kubernetes.io/2015/06/the-distributed-system-toolkit-patterns.html
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http://blog.kubernetes.io/2015/06/the-distributed-system-toolkit-patterns.html
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Service Mesh Architecture
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OpenShift Service Mesh
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OpenShift Service Mesh
(Istio + Jaeger + Kiali)

OpenShift Container Platform
(Enterprise Kubernetes)
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http://www.youtube.com/watch?v=z7WGQ_L1L7U

Traffic Management
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Istio Proxy

By wiring software components at runtime,
dynamically the Administrator can implement
advanced deployment techniques such as
blue/green or canary deployments.

The reliability of the overall application can be
asserted by using fault injection or delays.

The application reliability can be improved using
the Circuit Breaker pattern.



- See what’s happening, with
4rich automatic tracing,
monitoring, and logging of
all your services.




Observability

By having a proper description of every POD POD POD
component (Kubernetes) and of every
communication (Istio), any Administrator can

jump in a project and immediately discover the W W W

application architecture.

By having all logs, traces and performance
metrics gathered from all software components,
the Administrator can discover the inner workin I B
. real g ——— IS
of a running application.
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SERVICE IDENTITY & MM o Zi.
& SECURITY

Automatically secure
services through managed
authentication,
authorization and
encryption of
communications between
services.
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All the software components of an application
can talk to each other securely, thanks to:

e Security by default: no changes needed for
application code and infrastructure

e Defense in depth:integrate with existing
security systems to provide multiple layers
of defense

e Zero-trust network: build security solutions
on untrusted networks



Apply policies and ensure
— that they are enforced and
; gf _that resources are fairly
‘ distributed among
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Policy Enforcement

By having policies defined
and applied dynamically, the 20D - -

Administrator can modify the
application security and
reliability at runtime. Y ! !
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max 100
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http://www.youtube.com/watch?v=QR1DE_1Egmo
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m linkedin.com/company/Red-Hat n facebook.com/RedHatinc
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